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Numerical model of water flow in a fractured basalt vadose
zone: Box Canyon site, Idaho
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Abstract. A numerical model of a fractured basalt vadose zone has been developed on
the basis of the conceptual model described by Faybishenko et al. [this issue]. The model
has been used to simulate a ponded infiltration test in order to investigate infiltration
through partially saturated fractured basalt. A key question addressed is how the fracture
pattern geometry and fracture connectivity within a single basalt flow of the Snake River
Plain basalt affect water infiltration. The two-dimensional numerical model extends from
the ground surface to a perched water body 20 m below and uses an unconventional
quasi-deterministic approach with explicit but highly simplified representation of major
fractures and other important hydrogeologic features. The model adequately reproduces
the majority of the field observation and provides insights into the infiltration process that

cannot be obtained by data collection alone, demonstrating its value as a component of

field studies.

1. Introduction

Faybishenko et al. [this issue] describe a conceptual model
for flow and transport through the fractured basalt vadose
zone at the Box Canyon site in southeastern Idaho, including a
detailed description of the lithological components of the sys-
tem. The present paper describes the development of a nu-
merical model based on this conceptual model and its appli-
cation to a ponded infiltration test. The objectives of the
numerical modeling are to aid in experimental design and
interpretation and to assess the adequacy of the conceptual
and numerical models to capture the salient features of infil-
tration through a fractured basalt vadose zone.

One of the key issues addressed by the Box Canyon studies
is how fracture pattern characteristics and connectivity affect
the pattern of water infiltration. For example, does flow occur
predominantly through fractures or is matrix flow significant?
Is vertical connectivity great enough to allow purely vertical
infiltration with little lateral spreading, or does extensive
spreading occur? Does entrapped air develop? Given the com-
plex structure of the fracture pattern [Faybishenko et al., this
issue, Plate 1 and Figure 5], the choice of how to incorporate
fractures in the numerical model has great bearing on whether
the numerical model can be a useful tool.

In general, how fractures are incorporated in numerical
models depends on the relationship between the scale of the
fractures and the scale of the model. For models of laboratory
and field experiments focused on individual fractures, explicit
representation of the fracture including aperture variation may
be desirable. Doughty [1995] simulated a two-phase flow ex-
periment through a 7 cm by 7 cm transparent fracture replica,
with the aperture distribution (measured by light attenuation)
deterministically represented in the two-dimensional model by
using the cubic law to relate aperture to permeability. Salve et
al. [1988, section 3.4] modeled underground seepage experi-
ments in which water was released in a horizontal borehole and
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captured in an excavation 2 m below. The three-dimensional
model consisted of a single unsaturated fracture and the sur-
rounding rock matrix and used a stochastic representation of
permeability variation over the fracture plane.

At a larger scale, interactions between fractures may be
more important than variability within individual fractures.
Salve et al. [1998, section 3.3] modeled an underground seep-
age experiment through a 2 m by 3 m by 4 m block of rock
adjacent to a tunnel wall. The three-dimensional model con-
tained 17 fractures, which were located deterministically based
on projections from fracture maps of the tunnel wall and ceil-
ing. Permeability variation within fractures was not considered,
except at fracture intersections.

At still larger scales, where many fractures are known to
exist but cannot be mapped with certainty, fractures are gen-
erally incorporated stochastically [e.g., Sawada et al., 1999] or
not represented explicitly at all. In the latter case, studies of
flow and transport through partially saturated fractured rock
have used stochastic continuum models [e.g., Birkholzer et al.,
1999], effective continuum models [e.g., Pruess et al., 1990b],
and dual-continuum models [e.g., Doughty, 1999a] to account
for fractures in an average way.

An excellent overview of techniques for incorporating frac-
tures in numerical flow and transport models is presented by
National Research Council Committee on Fracture Character-
ization and Fluid Flow [1996]. The primary emphasis is on
saturated conditions, but issues concerning multiphase flow are
included as well.

For the present study, the experimental scale (nominally
delimited by the 7 m by 8 m infiltration pond and a 20-m-thick
section of the vadose zone) incorporates many individual frac-
tures. Even with a dense array of boreholes [Faybishenko et al.,
this issue, Plate 2a], fractures cannot be mapped accurately
enough to be represented deterministically. On the other hand,
the highly structured, far from random, nature of the fracture
pattern does not lend itself well to stochastic representation.
Furthermore, with fracture spacing as large as 5 m the exper-
imental scale is too small for an averaged continuum model to
provide much useful information. Therefore the present study
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uses an unconventional quasi-deterministic modeling approach
to represent the fractures. The goal is to incorporate as much
information as possible from the conceptual model, which is
based not only on the present-day appearance of the fracture
pattern but an understanding of how the fracture pattern de-
veloped.

As is commonly the case in subsurface hydrology, the com-
plexity of the conceptual model necessitates drastic simplifica-
tions to produce a tractable numerical model. Hence numeri-
cal results cannot be assumed to be correct from first principles
but must prove their value by comparing reasonably to field
behavior.

2. Model Development

The numerical simulator TOUGH2 [Pruess, 1987, 1991] sim-
ulates two-phase flow of air and water in gaseous and liquid
phases together with tracer and heat transport through porous
or fractured geologic media, which may be strongly heteroge-
neous. Darcy’s law governs fluid flow through both the frac-
tures and rock matrix, with relative permeability and capillary
pressure functions used to describe the interactions between
liquid and gas phases. Appendix A presents the governing
equations for flow and transport as formulated in TOUGH?2.

TOUGH?2 has been widely used in the research community
and consulting industry for a wide range of problems including
environmental remediation, geothermal and petroleum reser-
voir engineering, and nuclear waste isolation [Pruess, 1995,
1998)]. Its ability to model two-phase flow in fractured rock is
supported by verification with analytical solutions, comparison
to laboratory and field data, benchmarking against other codes,
and systematic studies of numerical behavior [Pruess, 1987,
1991; Pruess et al., 1990a, b; Moridis and Pruess, 1992, 1995;
Doughty, 1999a]. Of particular relevance for the present prob-
lem are verification with a semianalytical solution for one-
dimensional infiltration [Philip, 1955; Pruess, 1987], validation
to a two-dimensional laboratory infiltration experiment [Vau-
clin et al., 1979; Moridis and Pruess, 1992], and comparisons of
conceptual and numerical approaches for modeling flow and
transport in unsaturated fractured rock [Pruess et al., 1990a, b;
Doughty, 1999a].

The model for the Box Canyon ponded infiltration test is a
two-dimensional vertical cross section, which extends from the
ground surface to a depth of 20 m, the approximate depth of a
local perched water body. The model domain is uniformly
discretized into 0.5 m by 0.5 m square grid blocks, with grid
block properties assigned according to the conceptual model of
Faybishenko et al. [this issue]. Specifically, the modeled domain
is composed of an upper basalt flow finger, an underlying
rubble zone, and the upper portion of a lower basalt flow
finger. Figure la shows a plan view of the Box Canyon field
site, with the location of the model identified. The model is
aligned with the row of slanted boreholes called the S holes. It
underlies the NE-SW diagonal (10 m length) of the infiltration
pond and extends 5 m beyond the pond on both sides. This
cross section makes optimal use of the amount of geologic
information available from boreholes. Figure 1b shows a sche-
matic cross section that is approximately aligned with the
model, identifying the principal hydrogeological components
of the upper basalt flow finger, developed from logs and cores
taken from the vertical and slanted boreholes (for a detailed
description of these components, see Faybishenko et al. [this
issue]). Other boreholes not aligned with this cross section
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Figure 1la. The Box Canyon field site. Plan view showing the

surface trace of the vertical cross-sectional model used for the
ponded infiltration test.

show qualitatively similar lithologies, suggesting that the upper
basalt flow underlies the entire test site.

The numerical model, shown in Plate 1, includes explicit
representation of the following features of the geological
model shown in Figure 1b: (1) lens-shaped vesicular zones
between depths of 0 and 6 m, (2) a central horizontal fracture
zone at a depth of ~7 m, (3) nonvesicular massive basalt
between depths of 7 and 10 m, (4) vesicular zones at the upper
and lower margins of the basalt flow finger, and (5) a rubble
zone at a depth of ~11 m. Material properties for these com-
ponents of the model are given in Table 1.

Below the top of the rubble zone, the model becomes much
less detailed, as fewer wells are available to constrain the
lithology. The lithological log of well II-5 [Long et al., 1995]
indicates that the 3—4 m thick region of the model identified as
the rubble zone actually consists of four rubble zones, each
<0.3 m thick, separated by mostly vesicular, highly fractured
basalt. These zones are combined for the numerical model on
the basis of results of a hot air injection test [Long et al., 1995],
which showed that when hot air was injected at and just above
the top of the rubble zone in well S-3, temperature increases in
well II-5 were uniformly large over depths of 11-15 m and
decreased rapidly beyond those depths. Numerical modeling
results [Long et al., 1995] suggest that such persistent temper-
ature changes only arise when large, continuous gas-phase flow
paths exist, allowing hot air to move in large quantities. Oth-
erwise, the large heat capacities of rock and water compared to
that of air cause the hot injected air to cool rapidly as it flows
along small, isolated flow paths surrounded by cold, wet rock.

Fracture pattern is particularly difficult to infer from bore-
hole measurements, and the simple vertical fracture pattern
shown in Figure 1b is not believed to be realistic and is thus not
used in the model. Instead, the model incorporates the pattern
of column-bounding and column-normal fractures observed in
the upper basalt flow exposed on the Box Canyon cliff face
[Faybishenko et al., this issue, Plate 1]. A 20-m-wide section of



DOUGHTY: NUMERICAL MODEL OF WATER FLOW IN FRACTURED BASALT 3523
_ 114 I-3 115 A S1 S2 S3 S4
Ft — Meters - _ Land
surface
Upper
vesicular
10— zone
T Vesicular
lenses
-5
Fractured
20— > 4 basalt
L
FoY
[
8] Lower
vesicular
30 — '/ zone
- 10 w.._ Base of
upper flow
Legend
40 - Central Fractured Zone sV 0id Layer
o Columnar Joints Identified
Flow Boundary, Rubble Zone l From Slant Holes, ot from
Vesicular Surface Exposure
-15
50— g Assumed Locations of Joints

Figure 1b. Vertical cross section through the field site, showing the upper of the two basalt flows modeled
and the underlying rubble zone. Note that owing to a lateral jog in the cross section at the point A, well II-5

is not as far from the S boreholes as it appears.

the fracture map of the basalt flow is superimposed on the
TOUGH2 grid, and grid blocks underlying fracture traces are
denoted fracture grid blocks. Of course, actual fractures are
generally much narrower than the half-meter width of the grid
blocks, so fracture grid blocks are assigned effective properties
that represent a volume of rock matrix containing a fracture.
For a vertical fracture the grid block is assigned a large vertical
permeability to account for flow through the fracture, a small
horizontal permeability to limit fracture/matrix flow, and a
small porosity to account for the small aperture of the fracture.
For a horizontal fracture the permeability assignment is re-
versed. Once these assignments have been made, no special
treatment is required to model flow between adjacent fracture
grid blocks or flow from fracture grid blocks to matrix grid
blocks. Flow between any adjacent grid blocks depends merely
on the properties of the grid blocks and their vertical position
relative to one another.

Soil infilling in shallow fractures that is observed in bore-
holes and at the ground surface is included in the model by
assigning soil properties to near-surface fracture grid blocks.
To assign properties for deeper fracture grid blocks, the tree
structure developed to categorize the fractures [Faybishenko et
al., this issue, Figure 5] is used. Here the column-bounding
fractures that extend all the way through the basalt flow finger
are denoted primary vertical fractures, shorter column-
bounding fractures are secondary vertical fractures, the col-
umn-normal fractures connecting primary vertical fractures
are primary horizontal fractures, and so on. Permeability and
porosity values are assigned to the fracture grid blocks accord-
ing to this structure, using the assumption that permeability
and porosity increase as fracture length increases. Conse-
quently, these properties (Table 1) are highly uncertain, essen-

tially initial guesses to be confirmed or improved by comparing
model predictions to observed data.

While the general structure of the fracture pattern mapped
at the Box Canyon cliff face is believed to represent the frac-
ture pattern underlying the infiltration pond correctly, specific
locations for individual fractures are not likely to be correct.
This is because the distance from the cliff face to the infiltra-
tion pond is ~30 m, whereas the maximum extent of fractures
perpendicular to the cliff face is probably <5 m (the maximum
observed fracture spacing along the cliff face is ~5 m and the
fracture pattern is expected to be isotropic in plan view).
Therefore the model is described as a quasi-deterministic
model, and it is acknowledged that it cannot make detailed
predictions for individual point observations. It can, however,
be used to predict behavior at “generic” locations, for example
the time dependence of wetting for a location adjacent to a
primary vertical fracture. The model can also be used to study
the effect of different parameters and processes on the spatial
variability of the infiltration process.

Although the model is finely enough discretized to identify
individual grid blocks as either representing fracture or matrix
(grid block dimension is 0.5 m, with fracture spacing ranging
from 0.5 to 5 m), it cannot account for fracture variability
within the 0.5-m grid block width. Thus the model does not
allow a rigorous treatment of flow within a fracture in which
apertures may range from microns to millimeters. A grid re-
finement exercise for a similar fracture network representation
of unsaturated flow [Salve et al., 1998, section 3.3] has shown
that halving the grid spacing improves resolution of closely
spaced fractures and fracture intersections but it does not alter
the overall response of the model in terms of lateral spreading,
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Plate 1. Two-dimensional vertical cross-sectional model used for simulating the ponded infiltration test.
Material names and properties are given in Table 1. Locations at which transient model responses are shown
in Figures 5 and 9 are identified with black symbols.

fastest transit time through the network, or fracture/matrix proach [Barenblatt et al., 1960; Warren and Root, 1963]. This

flow.

approach is widely used to represent fractured media, but it

The present use of a coarse grid to represent fracture/matrix  has been shown to produce erroneous results for some tran-
interactions is comparable to the traditional dual-porosity ap- sient processes [Doughty, 1999a], and more rigorous treat-

Table 1. Material Properties Used for the Numerical Simulations of the 1996 Ponded Infiltration Test*

Capillary Pressure

e —15 2
Permeability, 10> m Strength for

Posttest
Material Name Porosity Horizontal Vertical Calculations, Pa
Rubble zone R 0.50 1,000,000° 1,000,000° 24
Primary vertical fracture V, 0.08 50 5,000 230
Central fracture zone
Vesicular CFZ 0.15 5,000 50 1270
Nonvesicular CFZ, , 0.10 5,000 50 1270
Secondary vertical fracture V; 0.07 0.05 500¢ 850
Horizontal fracture H 0.05 5,000 0.05 1800
Other fracture O 0.05 50 50 1800
Vesicular basalt VB 0.20¢ 1,000¢ 1,000¢ 610
Soil § 0.50¢ 78¢ 78° 2,040
Massive basalt MB 0.05 0.05¢ 0.05¢ 39,500

“Fracture properties are effective properties of grid blocks containing fractures and surrounding matrix, with permeability and porosity values
estimated using tree fracture structure of Faybishenko et al. [this issue, Figure 5], unless otherwise noted. Pretest calculations use Corey’s [1954]
relative permeability functions with §;,, = 0.12 and zero capillary pressure. Posttest calculations use power law relative permeability functions
with an exponent of n = 5 and §,, = 0.1; and van Genuchten’s [1980] capillary pressure with m = 0.3 and capillary pressure strength (1/a)
inferred by calibration to natural state data assuming a background infiltration rate of 10 cm/yr.

PEstimated from air-injection test data [Long et al., 1995].

‘Knutson et al. [1992] and Magnuson [1995].
9Bishop [1991].
“Baca et al. [1992].
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ments involving finer matrix discretization are currently under
development. Specifically, the lack of fine resolution in the
matrix grid blocks means that fracture/matrix flow is likely to
be underestimated, which can lead to artificially high fracture
flow. A simplified Box Canyon submodel including just one
primary vertical fracture shows that when massive basalt sur-
rounds the fracture, using a fine matrix grid does not alter the
rate or pattern of liquid flow significantly. On the other hand,
when a higher-permeability material such as vesicular basalt
surrounds the fracture, fracture/matrix flow is larger with a fine
matrix grid, so water propagates more slowly through the frac-
tures. The coarse-grid error accumulates with depth and im-
plies that in the full model, at depths of the central fracture
zone and greater, saturation changes due to surface ponding
occur about a day too soon.

There are problems associated with representing infiltration
through a three-dimensional fracture network with a two-
dimensional model. In a two-dimensional model an infiltrating
plume cannot spread laterally enough, and in general, water
becomes trapped more easily because the connectivity of the
model is too low. Several practical constraints motivated the
choice of a two-dimensional model rather than a three-
dimensional model. Computational requirements for running a
three-dimensional model of equivalent extent and resolution
to the present two-dimensional model, while technically feasi-
ble with present computing resources, would become burden-
some. Similarly, construction of the two-dimensional model
was very time consuming, and using the same procedure for a
three-dimensional model would probably not be worthwhile,
with so many model parameters poorly constrained. Develop-
ment of a more automated mesh generator is a possibility for
future studies. In the meantime, note that the fracture pattern
is generally isotropic in plan view, so omission of the third
dimension does not cause any qualitatively different behavior
to be lost, and lateral spreading is least significant beneath the
center of the infiltration pond, where the model is centered.

3. Model Application

Prior to the 1996 ponded infiltration test [Faybishenko et al.,
this issue] the model was used to simulate the test to provide
baseline predictions against which field observations could be
compared in order to assess the capabilities of the model.
Additionally, sensitivity studies were performed to investigate
the impact of some poorly known hydrologic properties. Be-
cause it was unknown a priori if the results of the quasi-
deterministic modeling approach would bear any resemblance
to field observations, the pretest simulations were kept rela-
tively simple.

As data from the test began to be evaluated, it became
apparent that the numerical model did provide useful results
but that it would benefit from the inclusion of additional phys-
ical processes. Therefore a series of posttest simulations was
done, in which additional features were added and certain
aspects of the model were calibrated to observed behavior.

3.1. Pretest Calculations

Two alternative approaches are taken during pretest studies.
The first is the traditional soil physics approach, in which air is
a passive spectator. The second, more rigorous, approach is to
consider the fully coupled two-phase flow of water and air. The
primary motivation for using the soil physics approach is nu-
merical efficiency. The addition of air to infiltration problems
can cause severe numerical difficulties, especially for highly
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heterogeneous media, because liquid-phase and gas-phase pro-
cesses occur on very different timescales. Using the fully cou-
pled two-phase approach allows the development of entrapped
air, which is believed to be an important effect for infiltration
into heterogeneous media [Faybishenko, 1993, 1995]. Most of
the calculations assume isothermal conditions at 10°C.

The model uses Corey [1954] curves (see Appendix A) to
describe the dependence of relative permeability on satura-
tion. For these curves the sum of liquid- and gas-phase relative
permeabilities is much less than one, implying that there is
strong interference between the two fluid phases. This is con-
sidered reasonable for flow in fractured media because the
flow geometry is generally more restricted than in three-
dimensional porous media [Pruess and Tsang, 1990; Persoff and
Pruess, 1995]. Capillary forces are neglected in the model,
meaning liquid flows primarily in response to gravity. In reality,
flow paths and moisture distributions develop in response to a
combination of gravity and capillary forces, with gravity acting
to localize flow in high-permeability vertical pathways and cap-
illary forces spreading moisture to lower-permeability regions
diffusively. Thus the model is expected to show a sharper
picture of preferential flow than may actually exist.

The simulation initial condition is a uniformly partially sat-
urated medium with liquid saturation S; = 0.1, in which water
is immobile (residual liquid saturation S, = 0.12). For the
fully coupled two-phase calculations a gas-static pressure pro-
file is also specified. The pond boundary is represented by a
liquid-saturated, constant pressure boundary corresponding to
the planned depth of water in the pond (0.3 m). For the fully
coupled two-phase calculations a constant pressure boundary
representing the atmosphere overlies the nonpond portion of
the model upper boundary; otherwise, this is a closed bound-
ary. Lateral and lower boundary conditions are constant satu-
ration and constant pressure boundaries. Lateral boundaries
are open to flow, and the lower boundary, which represents a
local perched water body, is open to liquid flow.

Figures 2 and 3 show the predicted change in liquid satura-
tion distribution from the initial state and the liquid flow field
at a series of times for the soil physics and fully coupled
two-phase simulations of the ponded infiltration test, respec-
tively. In both cases the infiltration does not proceed uniformly
but follows highly irregular paths, bypassing the massive basalt
sections and focusing in the high-permeability fractures. As a
result, the tributary structure of the fracture pattern [Faybish-
enko et al., this issue, Plate 1 and Figure 5] causes a funneling
of the infiltrating water, which is particularly apparent below
the central fracture zone (6—7 m depth). Several types of field
observations made during the ponded infiltration tests support
a funneling of flow as depth increases [Faybishenko et al., this
issue]. Along with this funneling, a moderate amount of lateral
spreading occurs, with the overall plume width increasing from
its original 10 m to ~15-18 m near the bottom of the model.
The primary avenues for lateral flow are vesicular lenses, the
central fracture zone, and the rubble zone.

Figure 4 compares the infiltration rate from the pond with
the simulated values. The model reproduces the general trend
of decreasing infiltration rate, but the simulations show a
smaller overall decrease in infiltration rate than is observed in
the field. Sensitivity studies described below indicate that by
varying flow parameters the modeled infiltration rate curve can
be shifted up or down but the shape of the curve never changes
enough to match the observed curve closely. This discrepancy
could indicate a fundamental shortcoming of the model. How-
ever, it is also possible that an early time underprediction of
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Figure 2. Simulated change in liquid saturation from the initial
state (S, = 0.1) and liquid flow field at a series of times during the
infiltration test for the soil physics pretest calculation. The infil-
tration pond and rubble zone boundaries are also shown.
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Figure 3. Simulated change in liquid saturation from the ini-
tial state (S, = 0.1) and liquid flow field at a series of times
during the infiltration test for the fully coupled two-phase
pretest calculation.
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Figure 4. Comparison of simulated and observed infiltration
rates for the pretest and posttest calculations.

infiltration rate by the model arises because of leaks that ex-
isted in the pond during the first few days of the test, resulting
in a larger area available for infiltration than in the model.
Furthermore, the late time overprediction of infiltration rate
by the model may be the result of decreased permeability
caused by clogging of flow paths by fine materials, another
process believed to be occurring in the field that is not included
in the model.

The fully coupled two-phase simulation yields significantly
different results than does the soil physics simulation, suggest-
ing that entrapped air plays an important role and should be
included in the model. Although the infiltrating water gener-
ally finds the same preferential pathways for the both cases
(compare Figures 2 and 3), more regions are bypassed by
liquid water, making the saturation distribution much less uni-
form, when entrapped air develops. Subsurface flow rates are
also smaller due to the enhanced flow resistance caused by
pressure buildups due to entrapped air. The total infiltration
rate from the pond is therefore smaller as well (Figure 4).

Figure 5 compares the transient response to ponding at
selected locations in the model to observed values in wells T-5
and T-9. The model locations cannot be exactly identified with
wells T-5 and T-9 because the model is not that precisely
defined (recall that the fracture pattern is taken from the cliff
face exposure 30 m away), and in any event, wells T-5 and T-9
are offset from the pond diagonal with which the model is
aligned (Figure 1a). The model observation locations (shown
in Plate 1) were chosen to match the lithology observed in wells
T-5 and T-9 at the depths of the sensors in order to illustrate
representative model results. The observed data show capillary
pressure P, which is not included in the model, so liquid
saturation S, is plotted instead. Without assuming an explicit
form for P.(S,) a quantitative comparison of modeled and
observed results is not possible, but a qualitative comparison
can be made merely by assuming that P_.(S,) is a continuous
function.

Prior to the start of ponding, all observed pressures are
negative, indicating unsaturated conditions prevail. At the
0.3-m depth in both wells, where lithological logs [Faybishenko
et al., 1998] indicate that moderately permeable vesicular ba-
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Figure 5. Comparison of (a) simulated and (b) observed
transient responses to ponded infiltration at locations repre-
senting wells T-5 and T-9 (circles and squares, respectively, in
Plate 1) for the fully coupled two-phase pretest calculation.
The model material in which each response occurs is also
shown in Figure Sa.

salt is found, the observed data show a rapid pressure increase
when ponding begins, followed by a steady positive pressure,
indicating a rapid transition to saturated conditions. The cor-
responding modeled responses also show a rapid increase to
steady near-saturated conditions. There is no observed or
modeled response at the 1.5-m depth in well T-5, where low-
permeability massive basalt is apparently bypassed by the flow.
The small, gradual pressure increase observed in well T-5 at
3 m occurs in vesicular basalt and is well matched by the slow
saturation increase in the model. There is a strong, oscillating
pressure response observed in well T-9 at 1.5 m, where the
lithological log identifies a fracture. A response with similar
characteristics is seen in the model in a primary vertical frac-
ture at the 3-m depth. The oscillations likely occur as the
downward moving plume encounters large changes in perme-
ability, arising from openings or constrictions in fracture flow
paths. The pressure response observed in well T-9 at 3 m also
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Table 2. Sensitivity Studies Conducted Prior to the 1996 Ponded Infiltration Test

Two-Phase Infiltration

Case Flow Approach Features Rate,* cm/d

13 soil physics base case with no entrapped air 6.6

16 fully coupled base case with entrapped air 49

17 fully coupled air more mobile (van Genuchten’s [1980] relative 5.8
permeabilities with k,, = 1 — k,,)

26 fully coupled air and water more mobile (linear relative 5.8
permeabilities)

19 soil physics fracture porosities decreased by about a factor of 10 6.5

20 soil physics fracture permeabilities increased by a factor of 10 30.5

18 soil physics fractures do not go to ground surface 4.3

24 fully coupled fractures soil-filled below rubble zone 49

25 fully coupled fractures replaced by massive basalt below rubble zone 4.9

22 fully coupled nonisothermal case, pond water is 20°C, initial 6.4

subsurface temperature is 10°C

“After 21 days of ponded infiltration, infiltration rate is approximately steady.

suggests a fracture in which a steady flow regime does not
develop. After a large, early pressure response indicating rapid
water arrival the gradual pressure decline suggests that the
fracture begins to drain and hence does not remain part of the
main network of preferential flow channels. This type of be-
havior is not observed in the model, but overall, the model
captures most of the different kinds of transient behavior ob-
served in the field.

Table 2 summarizes the sensitivity studies conducted and
shows the predicted infiltration rate from the pond for each
one. Parameters studied include fracture transmissivity and
effective porosity, the vertical extent of fractures near the
ground surface and below the rubble zone, and the relative
permeability functions used. The infiltration rate ranges from 5
to 33 cm/d, depending primarily on the transmissivity assumed
for the largest vertical fractures. The shapes of the infiltration
rate curves are all similar to those for the base case simula-
tions, shown in Figure 4.

When air relative permeability is increased (case 17) or the
interference between liquid and gas phases is lessened (case
26), the effect of entrapped air decreases and infiltration rate
increases. The values of infiltration rate intermediate between
cases 13 (no air entrapment) and 16 (full air entrapment) are
reasonable for these partial air entrapping conditions.

If fractures do not extend to the ground surface (case 18
compared to case 13), the infiltration rate from the pond de-
creases significantly. A decrease in fracture porosity (case 19
compared to case 13) does not affect infiltration rate but does
shorten the arrival times of the water at various depths in the
model. Increasing fracture permeability by a factor of 10 (case
20 compared to case 13) greatly increases infiltration rate, well
beyond the observed values, providing constraints on the range
of actual fracture permeabilities.

The lack of widespread lateral flow at the base of the rubble
zone is somewhat surprising, given results of a large-scale in-
filtration test conducted by the Idaho National Engineering
and Environmental Laboratory in 1994 at a site several kilo-
meters away from Box Canyon. In that test, lateral flow in a
rubble zone overlying a sedimentary interbed persisted for at
least 100 m [Wood and Norrell, 1996]. Two variations in the Box
Canyon model were considered. In the first (case 24), perme-
ability just below the rubble zone was decreased by converting
fracture grid blocks to soil-filled fracture grid blocks, which
results in about a factor of 10 decrease in the highest perme-
abilities underlying the rubble zone. This change has almost no

effect on the model results. In the second variation (case 25) all
grid blocks underlying the rubble zone were converted to mas-
sive basalt, resulting in the complete cessation of vertical flow
beneath the rubble zone. Rather than reaching the perched
water body, infiltrating water is diverted laterally along the
base of the rubble zone and exits the model through a lateral
boundary. This study suggests that the permeability of the
sedimentary interbed noted in the 1994 test must be very low
and that the interbed must be continuous for such widespread
lateral flow to occur.

A nonisothermal calculation (case 22), in which the pond
water is maintained at 20°C (due to solar heating), produces
saturation distributions that differ from the base case (case 16)
only slightly but results in a 30% higher infiltration rate be-
cause of the temperature dependence of the viscosity of water,

w(T) (1(20)/u(10) = 1.3).

3.2. Posttest Calculations

During the ponded infiltration test, gas bubbles were ob-
served in the pond, indicating that air can become entrapped
(and subsequently released) beneath the pond, rather than
simply being purged by the infiltrating water. Therefore the
model considers the fully coupled two-phase flow of water and
air. Because temperature effects were shown to be minor in the
pretest sensitivity study, isothermal conditions are assumed. To
improve on the realism of the modeled saturation distribution,
nonzero capillary pressures and background (natural state)
infiltration are included. This represents a significant addi-
tional complexity compared to the pretest calculations, which
did not attempt to develop realistic natural state conditions.

The capillary pressure strength of each material and the
average background infiltration rate are determined by cali-
brating the natural state conditions predicted by the model to
estimates of capillary pressure and saturation made prior to
the ponded infiltration test. The average background infiltra-
tion rate is implemented as a liquid water source term in each
of the uppermost active (i.e., nonboundary) grid blocks of the
model, which have a large horizontal permeability to allow the
water to laterally redistribute and infiltrate nonuniformly
through the model. After several natural state simulations,
using capillary pressure strengths and background infiltration
rate chosen by trial and error, the parameter set given in Table
1 and a background infiltration rate of 0.027 cm/d (10 cm/yr)
are obtained. This infiltration rate is somewhat larger than the
1-5 cm/yr used in other vadose zone studies of the Snake River
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Plain [Rawson et al., 1989; Magnuson, 1995], but those studies
consider sites with thick alluvial fill, where evapotranspiration
rates are higher.

The modeled natural state liquid saturation and capillary
pressure distributions are shown in Figure 6. All the model
capillary pressures are within the observed range (—1 to —3
m), but the liquid saturations tend to be lower than those
observed, except in the massive basalts just above the rubble
zone. The rubble zone and primary vertical fractures are be-
lieved to be relatively dry under natural conditions, since their
high permeabilities are associated with weak capillary pres-
sures, and this is adequately represented by the model. How-
ever, the vesicular basalt lenses and shallow soil layer should be
wetter (0.7-0.8 rather than 0.3-0.4). To achieve this and at the
same time maintain a reasonable match to the ponded infil-
tration rate would require introducing different relative per-
meability functions for different materials and a great deal
more fine tuning of parameters. Given the lack of hydrologic
data available for the geologic materials at Box Canyon, and
the overall simplicity of the numerical model, it is not consid-
ered worthwhile to attempt this. Despite its shortcomings, the
natural state model portrays a reasonable flow distribution
(Figure 6). The primary throughgoing vertical fractures are not
the main pathways for background liquid flow in the upper 7 m
of the model, as their low liquid saturation makes their relative
permeability lower than that of smaller vertical fractures. In-
stead, flow is widely distributed among all the vertical fractures
in this depth range.

Figure 6 also shows the natural state moisture content dis-
tribution 6, where 6 = §,¢, the product of liquid saturation
and porosity. Moisture content is the physical variable to which
geophysical methods such as neutron logging and ground-
penetrating radar are sensitive. Because of the large differ-
ences in porosity for the different hydrogeological components
at Box Canyon, distributions of liquid saturation and moisture
content may look quite different. In particular, the high poros-
ities of the soil and rubble zone convert even small liquid
saturations to significant moisture contents. The moisture con-
tent distribution shown in Figure 6 is consistent with neutron
logging and ground-penetrating radar surveys conducted prior
to the infiltration test, which tend to show high moisture con-
tents in the central fracture zone and rubble zone [Faybishenko
et al., this issue; Faybishenko et al., 1997; Peterson and Williams,
1997].

The natural state liquid saturation distribution shown in
Figure 6 provides the initial conditions for the simulation of
the ponded infiltration test. Background infiltration continues
throughout the simulation and the constant pressure boundary
at the pond is held at 0.23 m, corresponding to the depth of
water in the pond. Figure 7 shows the simulated change in
liquid saturation from the natural state and the liquid flow field
at a series of times during the test. The posttest calculation
shows much more gradual, widespread saturation changes than
does the pretest calculation (Figure 3), which is consistent with
the addition of capillarity. However, the overall pattern of
localized, preferential flow through vertical fractures, with lat-
eral spreading through the subhorizontal high-permeability
pathways afforded by vesicular lenses, the central fracture
zone, and the rubble zone is present for both pretest and
posttest calculations, making the overall infiltration patterns
similar. Within the rubble zone, vertical flow is much more
uniformly distributed than for the pretest calculation, another
expected consequence of the addition of capillarity. Note that

3529

in the posttest calculation at z = 3 m, x = 15 m, enhanced
lateral flow in a vesicular zone has made possible a completely
new flow path, one that exits the model at a depth of ~4 m
(compare Figures 3 (top) and 7 (top)). Such large conse-
quences of small changes in flow conditions are to be expected
in strongly heterogeneous media, as described by Faybishenko
et al. [this issue].

Figure 7 shows that as in the pretest calculations, lateral flow
along the base of the rubble zone is not continuous over more
than a meter or so owing to the presence of underlying vertical
fractures that intercept the water. In contrast, perched water
was observed in the field at the rubble zone depth in wells up
to 5 m away from the infiltration pond [Faybishenko et al., this
issue], suggesting that more extensive lateral flow occurs
through the rubble zone than is predicted by the numerical
model. This in turn requires a greater extent of low-
permeability material underlying the rubble zone than is
present in the model. Such a layer could exist if fracture spac-
ing beneath the rubble zone were greater than that suggested
by the cliff face fracture map or if fractures existed but had
lower permeability than indicated by core samples. In any
event, such hydrological responses provide valuable means to
improve the numerical model, in that they do not require
either extrapolation (as do cliff face observations) or interpo-
lation (as do core-scale measurements), both of which are
unreliable operations in highly heterogeneous systems.

Figure 8a shows the simulated liquid saturation distribution
and the liquid flow field after 2 weeks of ponded infiltration.
Showing the saturation distribution itself, rather than the
change in saturation from the natural state as in Figure 7,
enables the infiltration process to be seen in the same context
as by the monitoring instruments in the field. The liquid flow
field shows that under ponded boundary conditions the pri-
mary vertical fractures provide the main pathways for liquid
infiltration, in contrast to the background liquid flow field
shown in Figure 6. Figure 8b shows the simulated change in
moisture content from the natural state and the gas flow field.
The primary differences between the saturation changes (Fig-
ure 7) and moisture content changes show up in the soil and
rubble zones, where porosity is large. Simulated changes in
moisture content are generally consistent with ground-
penetrating radar difference tomograms, showing large in-
creases in the soil, central fracture zone, and rubble zone
[Faybishenko et al., this issue; Peterson and Williams, 1997].
Despite the strong signature of the column-bounding fractures
in the liquid flow field, they do not show up as clearly as
moisture content changes, owing to their small porosity, thus
making them difficult to image with geophysical methods such
as ground penetrating radar. The gas flow field shows that most
of the gas is purged from the subsurface during the initial
stages of infiltration by lateral flow along high-permeability
fractures and through the rubble zone. A few gas flow paths
rise vertically within the infiltrating plume; these correspond to
the gas bubbles observed in the pond during the infiltration
test.

Figure 9 shows the simulated transient liquid saturation and
capillary pressure response to ponding at selected locations in
the model (identified in Plate 1). As in the pretest simulations,
there is a great variety in response, depending not only on the
lithology at the monitoring location but on the conditions
along the entire pathway from the ground surface to the mon-
itoring point. Similar behavior is observed in the field [Fay-
bishenko et al., this issue].
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Liquid Saturation

-5

Depth (m)
)

Depth (m)
o

0 5 10 15 20

-5

Depth (m)
=y

10
Distance (m)

Figure 6. Simulated natural-state distributions of (a) liquid
saturation, (b) capillary pressure, and (c) moisture content
used as initial conditions for the posttest calculation. Arrows
show the liquid flow field. A background infiltration rate of 10
cm/yr is imposed. The locations of the primary vertical frac-
tures above the rubble zone are also shown.
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Figure 7. Simulated change in liquid saturation from the natu-
ral state (shown in Figure 6a) and liquid flow field at a series of
times during the infiltration test for the posttest calculation. Note
the change in saturation scale from Figures 2 and 3.
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Liquid Saturation and Liquid Flow
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Figure 8. Simulated results after 2 weeks of ponded infiltra-
tion for the posttest calculation: (a) liquid saturation and liquid
flow field and (b) change in moisture content from the natural
state (shown in Figure 6¢) and gas flow field.

The infiltration rate from the pond is shown in Figure 4. The
overall decreasing trend is similar for the posttest calculation,
the pretest calculations, and the observed data. However, the
posttest calculation levels off earlier than do the pretest cal-
culations, suggesting an earlier transition to gravity-driven
flow. The shorter transient period may be the result of the
nonuniform initial saturation distribution (Figure 6), which
makes the medium seem less heterogeneous, as the segrega-
tion of liquid into rocks with strong capillary pressure tends to
decrease the effective permeability of the materials with the
highest intrinsic permeability and vice versa.

Although the ponded infiltration test lasted only 2 weeks, it
is of interest to examine the long-term response to ponding.
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Figure 9. Simulated transient responses of (a) liquid satura-
tion and (b) capillary pressure at selected locations (shown in
Plate 1) for the posttest calculation.

Figure 10 shows the infiltration rate from the pond for models
using the fully coupled two-phase approach and the soil physics
approach. The two cases both show a decreasing infiltration
rate at early times, but the infiltration rate for the fully coupled
two-phase flow case is smaller than that for the soil physics case
owing to entrapped air effects (as in Figure 4). For both cases,
infiltration rate decreases until the infiltrating plume reaches
the lower constant pressure boundary of the model, at ~1
week. At this time, infiltration rate for the soil physics case
becomes constant, and the system has essentially reached
steady state. In contrast, at this same time the infiltration rate
for the fully coupled two-phase case begins to increase owing
to the gradual removal of entrapped air and does not reach a
steady state until much later, almost 1 year. The flow out the
lower boundary of the model, into the perched water body, is
also shown in Figure 10. At steady state the difference between
infiltration rate from the pond and flow to the perched water
body arises from lateral flow out of the model through the
central fracture zone and the rubble zone. The long-term be-
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Figure 10. Simulated infiltration rate from the pond for a
1-year-long ponded infiltration test (thick lines) and liquid flow
rate out the lower boundary of the model (thin lines).

havior in the field may be rather different from that shown in
Figure 10 if part of the observed infiltration rate decrease
(Figure 4) arises from a decrease in permeability due to clog-
ging of flow paths by fine particles that were mobilized during
the test or by the growth of biofilms. Such a decrease in per-
meability, which is not included in the numerical model, would
lessen or eliminate the late time increase in infiltration rate shown
in Figure 10. After 1 year of ponding, the modeled saturation
distribution in the highly fractured, upper 7 m of the model is
uniformly high, in contrast to the irregular saturation distribution
found after 2 weeks of ponding (Figure 8). The primary liquid
flow paths remain largely the same, but slower flow from the
primary vertical fractures to lower-permeability components of
the system results in a more uniform saturation distribution.

It is also of interest to consider the evolution of the liquid
saturation distribution and liquid flow field during the drain-
out period following a ponded infiltration test. Model results
suggest that the drain out proceeds irregularly, just as infiltra-
tion does, with the high-permeability pathways draining first.
In contrast to the infiltration process, in which large changes in
saturation occur at early times, drain out appears to occur
more gradually and is slower overall. This difference arises
because of the different roles of large fractures, the fastest
responding components of the system, during infiltration and
drainage. During infiltration the large fractures wet quickly
and remain the dominant flow paths throughout infiltration. In
contrast, during drain out, these fractures drain quickly and
thereafter do not control the drain-out process. The model
predicts that the Box Canyon site will return to its undisturbed
natural condition after about a year. However, field observa-
tions made just prior to the second ponded infiltration test
[Faybishenko et al., this issue] indicate that even after 1 year,
the site was still quite wet. It is also noteworthy that while the
pretest and posttest simulations produce comparable predic-
tions for the evolution of an infiltrating plume, they grossly
differ in their predictions of drain out, with pretest simulations
predicting that it would take many years to return to undis-
turbed conditions. These findings suggest that drain out is
more sensitive to capillarity than infiltration is and that further
parameter adjustments are required to model it properly.
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4. Summary and Conclusions

Numerical modeling of the ponded infiltration test con-
ducted at Box Canyon has been conducted in coordination with
field activities. Simulations were conducted prior to the test as
part of the experimental design process: to study the sensitivity to
different conditions and to predict the results of the test. Simu-
lations were conducted after the test to help explain the observed
results and to assess the capabilities of the conceptual and nu-
merical models. In general, the iterative sequence of model-test-
model has proved useful for gaining an understanding of both the
physical processes at work and the strengths and weaknesses of
the model’s representation of them.

The numerical model uses an unconventional quasi-
deterministic approach that includes a highly simplified repre-
sentation of the key hydrogeologic features of the fractured
basalt vadose zone. In particular, the model attempts to main-
tain fracture network connectivity but omits many smaller-
scale details, such as aperture variation within individual frac-
tures and a rigorous treatment of fracture/matrix interactions.
The quasi-deterministic model results have been generally con-
sistent with field observations, and modeling has been an ef-
fective tool to aid in experiment interpretation. Some specific
insights gained from the modeling are presented below.

The pretest simulations, which ignore capillarity, suggest
that infiltration does not occur uniformly but follows irregular
flow paths through the highest-permeability features. Some
lateral spreading occurs through vesicular zones and the cen-
tral fracture zone, but flow through the rubble zone is nearly
vertical. Entrapped air is shown to have a large effect, decreas-
ing infiltration rate and creating a less uniform subsurface
saturation distribution.

The posttest simulations add realism to the model by con-
sidering stable initial conditions in which gravity and capillary
forces are balanced. The overall shape of the infiltrated plume
is similar for both pretest and posttest simulations, with the
flow distribution controlled by the high-permeability features,
suggesting that the greatly simplified pretest simulations are
useful for studying infiltration through the highly fractured
Snake River Plain basalt. However, by incorporating capillarity
the model treats fracture/matrix interactions more accurately
and better illustrates how the system response compares to
ambient conditions, which must be appreciated to design ef-
fective monitoring devices.

A comparison of observed and modeled natural state con-
ditions was used to estimate values of poorly constrained
model parameters. Such an inverse analysis would be even
more effective if it were expanded to incorporate responses
during and after the ponded infiltration test. By optimizing
model parameters for both low and high infiltration rates and
under wetting and draining conditions, subsequent model pre-
dictions could be made with greater confidence.

One of the key questions addressed by the modeling studies
is how fracture pattern characteristics and connectivity affect
the pattern of water infiltration. Simulations show that strongly
preferential gas-phase flow occurs through the subhorizontal
rubble zones that exist between basalt flows because the per-
meability of these zones is several orders of magnitude higher
than any other hydrological component at the site. In contrast,
widespread lateral liquid flow through the rubble zone only
occurs if there are no underlying vertical flow paths because
gravity plays such a dominant role in controlling liquid flow.
For liquid infiltration from the ground surface the vertical flow
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paths with the highest effective permeability are active. At the
Box Canyon site, there are no vertical rubble zones near the
ground surface, so the next most permeable flow paths, indi-
vidual fractures and fracture zones, become the key hydrolog-
ical component. Under background (low infiltration rate) con-
ditions the largest fractures are drained, leaving the highest
effective permeability (intrinsic permeability times relative
permeability) in the smaller fractures. Under ponded infiltra-
tion conditions the largest fractures wet up and provide the
primary vertical flow paths. The tributary structure of the frac-
tures causes the liquid flow to undergo a funneling process with
depth, which has been indirectly observed in the field [Faybish-
enko et al., this issue].

A recurring theme of the field observations at Box Canyon is
that the local lithology alone is not enough to predict what kind
of response will be observed at a given point in the subsurface.
Rather, local responses depend on the entire flow path from
the surface [Faybishenko et al., this issue]. This finding rein-
forces the notion that fracture connectivity is of crucial impor-
tance in predicting the fate of contaminants migrating down-
ward from the surface with infiltrating water. The quasi-
deterministic modeling approach, which is designed to
maintain fracture connectivity, has been compared with a more
traditional stochastic approach, in which geostatistics is used to
construct the permeability distribution as a correlated random
field [Doughty, 1999b]. Results suggest that the stochastic ap-
proach is less successful in predicting field behavior because
too much information about fracture connectivity is lost in the
geostatistical analysis. Consequently, the information available
to the resulting stochastic model is simply not sufficient to
capture field behavior. Of course, there are other means of
creating stochastic permeability distributions than through tra-
ditional variography. One simple modification involves intro-
ducing the concept of a neighborhood into the optimization
algorithm used to generate the correlated random permeabil-
ity field, with acceptance rules that encourage connectivity
implemented to augment the objective function based on var-
iograms [Liou et al., 1998]. On the basis of the present study,
models that emphasize connectivity over correlation structure
are expected to perform better.

Appendix A: Governing Equations
for Flow and Transport

The governing equations for fluid and heat flow for a mul-
ticomponent system consist of a mass balance for each com-
ponent m (w for water, ¢ for tracer, a for air) and an energy
balance (m = e):

oM,
at

+V-0,=0, (A1)

where the mass accumulation terms (M,, withm = w, ¢, a)
are given by

M,, = $(SipXT" + S,p,X7) (A2)
and the energy accumulation term (M,) is given by
Me = (1 - (b)ch + ¢(SIP1”1 + S(]pquq) (A3)

The mass flux terms (Q,,, with m = w, ¢, a) are given by the
sum of the mass flux in each phase B (/ for liquid and ¢ for

gas):
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and the energy flux term (Q,) is given by

Q.= —AVT + > hp0j. (AS)
B=lLy

m=wyt,a

In the above equations, ¢ is porosity, S is saturation, p is
density, X' is the mass fraction of component m in phase B, C,
is rock volumetric heat capacity, T is temperature, ug is the
internal energy of the phase S, k is intrinsic permeability (in
general, a tensor), k, g is the relative permeability of phase 3,
s viscosity, P is pressure, g is gravitational acceleration, D,
is the binary diffusion coefficient for water vapor and air, A is
thermal conductivity, and A%’ is the enthalpy of component m
in phase B. These equations are augmented by the closure
conditions S, + S, = 1, X}; + Xj; + X} = 1 for each phase
g, pP,=P,+ P, and P. = P, — P,, where P, and P, are
the partial pressures of water vapor and air, respectively, in the
gas phase, and P, is capillary pressure. The rock and all fluid
phases are assumed to be in local thermodynamic equilibrium
(i.e., within each grid block). TOUGH2 uses implicit time
stepping and upstream weighting to determine interface prop-
erties.

Relative permeabilities and capillary pressure specified as
functions of liquid saturation were developed to describe mul-
tiphase flow in porous media [Scheidegger, 1974], but in the
past decade they have been widely applied to fractured rock
[e.g., Pruess and Tsang, 1990; Reitsma and Kueper, 1994; Persoff
and Pruess, 1995, and references therein]. The following func-
tional forms are used in the present work (slightly more gen-
eral versions may be found in the TOUGH user’s guide
[Pruess, 1987]). In the following expressions, the saturation S*
is defined as §* = (S, — S,)/(1 — §,,), where S, is the
residual liquid saturation, defined as the saturation below
which liquid is immobile (i.e., for $* = 0, k,, = 0, and k,,, = 1):

Corey [1954]

k,=S** (A6)
ko = (1= S)X(1 — §%7)
Power law
ky=8** (A7)
kyy=(1—8%)"
van Genuchten [1980]
ky=S*" 1 — (1 — §*Vmm)? (A8)
k,=1-ky,
P.= =P [S*7Vm— 1]t S* >0, P, < Pomax
P.= P, otherwise.
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